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by intelligent agents that use artificial intelligence methods in their analysis. 16 
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1. Introduction 20 

Currently, e-commerce is taking over an ever-increasing role within many companies, be- 21 

cause of the possibilities for improvement of the way of interaction with partners business 22 

(customers and suppliers) and growth the efficiency of operations. In most e-commerce 23 

applications, buyers search through a catalog of products according to well-defined cate- 24 

gories and do purchase procedures at a fixed price. Through increasing the degree of au- 25 

tomation, trade it becomes more dynamic, personalized, and sensitive to the context [1]. 26 

From the buyer's perspective, it is desirable for it to benefit from software that it goes 27 

through all the electronic sales markets existing to find the best option of purchasing the 28 

good or service desired and to carry out the actual process of purchase, paying and ar- 29 

ranging delivery terms. From the seller's perspective, it is preferable for it to benefit from 30 

software that to diversify its offer depending on the customer with who negotiates, the 31 

competition in the field and of the current state of the business. To obtain this degree of 32 

automation and flexibility new models are needed software for electronic commerce [2]. 33 

One option elegant and currently under development o represents the use of interactive 34 

intelligent agents. An intelligent agent is a program that has great flexibility in reaching 35 

certain objectives. The features you need to have an agent are the following: autonomy, 36 

reactivity, and proactivity [3]. 37 

During the pursuit of objectives, agents need to interact with other similar independent 38 

agents. This interaction can range from simple communications to more elaborate forms 39 

of social interaction (such as participation in online auctions, negotiations from the owner, 40 

cooperation with other agents). 41 

In general, electronic commerce covers any form of business or administrative transaction 42 

or informational exchange that perform using any information and communication tech- 43 

nology. 44 
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Currently, e-Commerce impacts the traditional way of collaboration and brings major 45 

changes in the lifestyle. In this article, reference is made to e-commerce from a "business- 46 

to-business" perspective in which decision support systems play an active role by empow- 47 

ering participants who are given the right tools for decision-making. e-Commerce pro- 48 

duces changes in the organization of companies, but also in personal life, through its mul- 49 

tiple implementations, from the classic transaction process to a much more simplified pro- 50 

cess of placing an order. All this forms a very dynamic and complex framework in which 51 

e-Commerce plays a central role. e-Commerce is perceived by the public today as an 52 

"online store", when, in fact, it participates in a wider sense in the progress of society. 53 

Multiagent systems (MAS) have emerged as a new methodology of approach to the 54 

problems of large-scale organization of software systems. This methodology provides a 55 

conceptual model that helps maintain constraints; conventional software engineering tasks 56 

being impossible to accomplish. In recent years, MAS have been used in various fields of 57 

computer science and engineering and have become a versatile tool that addresses the 58 

needs of software engineering [4]. They also expand the spectrum of computer science re- 59 

search and have increasingly drawn attention to a wide range of fields, moving from the- 60 

oretical study to practice. An agent is a software entity that actively searches for ways to 61 

complete its tasks. Intelligent agents can acquire knowledge through problem-solving pro- 62 

cesses. The study of the social behavior of agents in cognitive science is an important part 63 

of the field of intelligent agents. Software agents focus on interactions and collaborations 64 

to achieve their goals in a context that changes in an often-unpredictable manner [5]. The 65 

need to use agents comes from the complexity of the systems large software, which bring 66 

new design problems that conventional technology fails to address. For example, mobile 67 

agents have been proposed to meet the needs of the client/server model, for a client to be 68 

able to migrate to the server to perform operations that other mechanisms cannot handle 69 

efficiently. In a distributed dynamic system, agents have self-regulating capability and can 70 

simplify the architectural design of the system [6]. The design of such a system can be 71 

extremely complicated in traditional object-oriented modeling architectures. 72 

 73 

2. Materials and Methods 74 

2.1. Intelligent agents in business-to-consumer commerce 75 

Business-to-consumer (B2C) commerce refers to online retail transactions with individual 76 

customers, where buyers can transact through a company's web page. To be able to 77 

analyze the tasks of an intelligent agent in this case, we will use the Customer Buyer 78 

Behavior Model (CBB) to model consumer behavior [7]. The CBB model considers that the 79 

development of B2C e-commerce takes place in seven stages: identification of needs, 80 

product brokerage (intermediation), formation of coalitions between buyers, seller 81 

brokerage, negotiation, acquisition and delivery, service evaluation. Through the lens of 82 

this model, it is assumed that the intelligent agent acts as an intermediary in five of these 83 

stages: identification of needs, product brokerage (intermediation), formation of coalitions 84 

between buyers, brokerage the seller and the negotiation [8], [9]. In the needs 85 

identification stage, the client expresses a request for a product or service, which can be 86 

stimulated by the user agent (also called information agent or notification). Such an agent 87 

needs a profile of the user, which can be obtained by observing the behavior to the user, 88 

through direct acquisition techniques or through inductive logic programming 89 

techniques. Once known the profile of the users of to the intelligent agent, it will be able 90 

to inform the user whenever the desired good or service will be available. The product 91 

brokerage stage involves an agent determining which product/service to buy to satisfy the 92 

need identified in the previous stage. The main techniques used for product brokerage 93 

are: filtering by features, collaborative filtering and constraint-based filtering [10]. 94 

Filtering by characteristics involves selecting products based on keywords associated with 95 
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them (characteristics). Collaborative filters refer to sending personalized 96 

recommendations to an agent based on the similarity between various buyer preference 97 

profiles [11], [12], [13]. Constraint-based filters involve an agent specifying constraints on 98 

the desired product. 99 

2.2 Computational intelligence techniques 100 

Computational Intelligence techniques are increasingly used to solve problems that 101 

cannot be addressed by traditional techniques or when the available information is 102 

insufficient to create a model based on which to a solution algorithm can be developed. 103 

In this chapter, two of the techniques specific to the field were presented, techniques used 104 

in the development of the realized multi-agent system, namely artificial neural networks 105 

and support vector machines. The main quality of neural networks lies in the fact that 106 

they can store knowledge that they can later use in new situations [14]. The acquisition of 107 

knowledge in neural networks is done by storing some values at the level of synaptic 108 

weights, values that depend equally on the architecture of the network that includes them. 109 

The process of assigning values to the synaptic weights in a neural network is called the 110 

learning process or the learning process training. As we have seen, two fundamental types 111 

of learning are distinguished: supervised learning and unsupervised learning [15]. In the 112 

case of supervised learning, the network is presented with a set of learning examples, 113 

represented by input-output vector pairs, characteristic of the knowledge to be acquired. 114 

The values of the input vectors are entered into the calculations, affecting the current 115 

weights of the network and determining the appearance at the output of some values that 116 

are compared with the expected results. Depending on the deviations between the values 117 

obtained and the expected ones, the weights are adjusted, so that the differences become 118 

zero or as small as possible. The entire process is repeated until the network is considered 119 

to have been fully trained. The learning algorithm is based on the fact that if the network 120 

behaves in a certain way in known situations, it will keep its behavior in new, unknown 121 

situations. The data used for learning is called training data, and the data used to track 122 

the behavior of the network in new situations is called test data. In the case of 123 

unsupervised learning, the set of data for learning consists only of a set of input vectors 124 

which, as in the case of supervised learning, affect the weights stored in the network. The 125 

difference with supervised learning is that the weights are adjusted in this case so that in 126 

the case of close input vectors, the same output vector or output vectors with very close 127 

values are obtained. However, if the solution obtained as a result of training the network 128 

is acceptable from the point of view of the error rate, the fact that the network has reached 129 

a local minimum point or in a global minimum is no longer relevant. 130 

Support Vector Machines (SVM) represent an effective method in designing a 131 

feedforward network with a single hidden layer of nonlinear units. As the name suggests, 132 

the design of this type of neural networks is based on extracting a subset of the training 133 

data that serves as a support vector and represents a stable feature of the data. In the 134 

specialized literature, SVMs have established themselves as the most used algorithm due 135 

to their very good generalization performances, rigorous theoretical foundations, their 136 

relatively easy implementation and the ability to provide outstanding performances in 137 

shape recognition and regression problems. Supervised learning was used in the 138 

realization of the agent system presented in the next sub-chapter, the training and test 139 

data being synthetic data. 140 

 141 

2.3 Multi-agent automatic transaction system using computational intelligence techniques 142 

This chapter presents in detail the architecture, implementation and operation of the 143 

multi-agent system that actually constituted the object of study of the research. The 144 

architecture of the system is presented in figure 1. 145 

 146 
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 147 
Figure 1. Architecture of the multi-agent system for e-commerce 148 

 149 

Figure 1 shows the architecture of the realized multi-agent system. The system is 150 

connected to the e-commerce trading system connected to the Internet through a Web 151 

Gateway platform. The two-way coupling to this is done through the interface agent - 152 

Environment which transmits the received data to the merchant agent, possibly we can 153 

also introduce a supervisor type agent [16]. The seller's agent and the buyer's agent are 154 

connected with the help of a specialized database type agent. The system includes three 155 

specialized operations for each agent in trend analysis and prediction: one that uses neural 156 

networks and the second that uses support vector machines (SVM). 157 

In the next chapter, it is presented how the predictive agents are trained and details are 158 

provided about the data used for their training [17]. In the previous section, the use of two 159 

of the best performing computational intelligence techniques in terms of predictive 160 

accuracy was exemplified: neural networks and support vector machines. Their 161 

implementation was done in the MATLAB language.  162 

The distinctive property of an agent is that of autonomy, which it implies the ability of the 163 

agent to survive in a changing environment. An agent has the ability to sense conditions 164 

and make decisions about how to react accordingly. Adaptability requires learning 165 

capabilities that allow the agent to be able to adapt its decisions based on past experience. 166 

Moreover, an agent-oriented design should address the robustness of the system, it should 167 

be reliable when unexpected events occur. In the design of large, complex, real-life 168 

systems, an agent is an abstract entity that helps design components that address different 169 

aspects of a problem. Each agent is designed in the paradigm best suited to solve its part 170 

of the problem. A multiagent system is used to solve a complex problem which cannot be 171 

solved by a single system entity. Coordinating the behaviors of independent agents is a 172 

central part of multiagent system design. Multiagent systems are often classified 173 

according to their characteristics agents into two categories: self-interested agents and 174 

cooperative agents [18]. Self-interested agents are based on economic concepts where an 175 

agent is assumed to be a utilitarian who always tries to maximize an appropriate utility 176 

function. This assumption is widely used in microeconomics and game theory. Thus, 177 

researchers often use economic tools and game theory tools to model agencies. Self- 178 
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interested agents have tend to close their private information and fail to react if no benefit 179 

is available. Cooperative agents are constructed so that they are able to engage in 180 

cooperative behavior. 181 

3. Results 182 

We consider an e-commerce system based on adaptive agents in which each participant 183 

has associated an intelligent agent that acts in the interest of its owner. In such a system 184 

there are several types of agents, sales agents, buyer agents, mediator agents and broker- 185 

type agents. Figure 2 shows the general model of an adaptive agent. 186 

 187 

 188 
Figure 2. The general model of an adaptive agent 189 

 190 

The global objective of the system is to facilitate the successful conclusion of as many 191 

transactions as possible. The main advantage of an electronic system based on agents is 192 

determined by the low transaction costs for both the seller and the buyer. One way to test 193 

the degree of autonomy of the agents in a dynamic business environment, such as e-com- 194 

merce, is the inclusion of an adaptation capacity in the architecture of the agents. Next, 195 

we refer to the negotiation process of one or more attributes of a product and we will show 196 

two ways of adapting the agents to the negotiation process. 197 

Negotiation is a general process in which two or more agents can be involved to determine 198 

a contract accepted by all agents if certain conditions are met. Also, the process involves 199 

continuous communication between the agents until the moment the conditions are ac- 200 

cepted by the agents or until the deadline for concluding the negotiation is reached. Be- 201 

tween the agents there is an exchange of proposals that refer to certain attributes of the 202 

traded products, proposals that are values of these attributes, automatically generated by 203 

the negotiation strategy of the agent making the proposal. The basic element of the multi- 204 

agent negotiation process is determined by the negotiations and the negotiation strategies 205 

associated with the intelligent agents involved in the negotiations. An agent's negotiation 206 

strategy determines how he will act within the protocol, trying to obtain the greatest pos- 207 

sible benefit. It is based on a model of the user's economic preferences and the behavioral 208 

strategies of the parties involved. Making decision is based on the consideration of several 209 

attributes of a product. For example, the evaluation of a product by the buyer will depend 210 

on several attributes, the capacity of the product, its type and the price proposed by the 211 

seller. 212 

The utility function (expected utility) of a user, U, applied to an action a with e status 213 

attributes is defined by relation (1): 214 

 215 
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      𝑈(𝑎, 𝑒) = ∑ 𝑝𝑟𝑜𝑏(𝑒𝑥(𝑎, 𝑒) = 𝑒 ,) ∗ 𝑢𝑡𝑖𝑙𝑖𝑡𝑦(𝑒′)𝑛
𝑖=𝑒′                                  (1) 216 

 217 

where 𝑒′ ∈ 𝑒𝑛𝛾(𝑒, 𝑎) represents the weight of the attribute e within the global evaluation 218 

of the action a. 219 

The multi-agent modeling is represented in the figure 3. 220 

 221 
Figure 3. Multi-agent modeling. 222 

 223 

For more agents we have: 𝐼 = {𝑖1, …… , 𝑖, … . } and results: 224 

 225 
𝑠𝑒𝑒: 𝐸 → 𝑃; 𝑒𝑛𝑣: 𝐸𝑥𝐴1𝑥 … . 𝐴𝑛 → 𝑃(𝐸); 𝑖𝑛𝑡𝑒𝑟: 𝑃 → 𝐼; 𝑎𝑐𝑡𝑖𝑜𝑛: 𝑃𝑥𝐼 → 𝐴 226 

 227 

                        𝑢𝑡𝑖𝑙𝑖𝑡𝑦(𝑒′): 𝑉𝑎𝑙(𝑎𝑖) → 𝐴                                    (2) 228 

 229 

Where 𝑉𝑎𝑙(𝑎𝑖) represents the range of values for the attribute 𝑎𝑖. 230 

In the case of selling computers, the form of the function 𝑢𝑡𝑖𝑙𝑖𝑡𝑦(𝑒′) for the price is deter- 231 

mined by equation (3):  232 

 233 

                               𝑢𝑡𝑖𝑙𝑖𝑡𝑦𝑒′(𝑥) = 1 − 𝑥                                 (3) 234 

 235 

The value of attribute x is normalized in the interval [0, 1]. 236 

A first way of implementing the ability of agents to adapt to the negotiation process is 237 

determined by genetic algorithms. We will briefly present this method. The goal is to as- 238 

sign the agents the ability to learn the utility function of the agents they negotiate with 239 

whom he negotiates.  240 

By applying the three operators (selection, crossover, and mutation), populations with 241 

better and better individuals are generated because of the search method modeled with 242 

the three operators. The role of the crossover operator is to recombine the existing genetic 243 

material in new ways, and the role of the mutation operator is to introduce new genetic 244 

material into the population through random changes. 245 

Another way to implement the adaptability of agents is the use of neural networks. The 246 

role of artificial neural networks is to model the negotiation strategy of the other agent, in 247 

the case of bilateral negotiations. The use of this learning method allows increasing the 248 

number of completed transactions as well as making the most advantageous transactions 249 

for the agent equipped with learning capacity [20]. 250 

The architecture of the feed-forward associative neural network used to achieve the ad- 251 

aptation capacity of an intelligent agent to the negotiation process is presented in the fig- 252 

ure 4. 253 

 254 
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 255 

 256 
Figure 4. Architecture of the feed-forward neuronal network. 257 

 258 

Figure 5 shows the results obtained for the decentralized random training of the neu- 259 

ral network. 260 

 261 

 262 
 263 

 264 
 265 

Figure 5. Results obtained for the decentralized random training of the neural network. 266 
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 267 
Figure 6 shows the results obtained for the centralized random training of the neural net- 268 

work. 269 

 270 

 271 
 272 

 273 
 274 

Figure 6. Results obtained for the centralized random training of the neural network. 275 
 276 

Based on the estimated value of the offer made by the selling agent at time t+1 for the 277 

selling attribute, the buying agent can become more flexible to speed up the successful 278 

conclusion of the negotiation. Thus, the buyer's agent can adjust his negotiation strategy 279 

to the estimated negotiation strategy of the seller's agent with the help of the neural net- 280 

work [21]. The following figure shows the training results for the two agents to work in 281 

collaboration. 282 

The field of observation defines what information the agents must provide at each mo- 283 

ment of time. Agents use the field of observation to decide the next action, based on the 284 

policy learned and reinforced by the rewards received from previous actions [22]. 285 

For a sell transaction, the constraint is to have zero ending inventory, assuming successful 286 

liquidation of all stocks. For a buy transaction, the constraint is to have a complete ending 287 

inventory, assuming the successful purchase of all shares [23]. Under this ending inven- 288 

tory constraint, the implementation gap is calculated as follows: 289 

- for a sell transaction: Implementation Shorfall=Arrival Price× Traded Vol- 290 

ume−Executed Price× Traded Volume 291 
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- for a buy transaction: Implementation Shortfall=Executed Price× Traded Vol- 292 

ume−Arrival Price× Traded Volume 293 

The arrival price is the first bid or ask price observed at the beginning of the trading hori- 294 

zon. If the implementation gap is positive, it means that the average executed price was 295 

weaker than the arrival price, while a negative implementation gap implies that the aver- 296 

age executed price was better than the arrival price. The cumulative implementation 297 

shortfall from the beginning of the trading horizon to the previous step reflects the trading 298 

cost incurred by the agent in the past and serves as the third observation variable. 299 

The last observation variable is the divergence of the current price from the arrival price. 300 

This variable reflects the current state of the market and is measured as the difference 301 

between the arrival price and the average price of the first two levels of the current limit 302 

order (LOB) book. 303 

- for a sell transaction: Price Divergence=Average Bid Prices of First 2 Lev- 304 

els of Current LOB−Arrival Price 305 

- for a buy transaction: Price Divergence=Arrival Price−Aver- 306 

age Ask Prices of First 2 Levels of Current LOB 307 

A positive price divergence implies current trading conditions more favorable than the 308 

arrival price, and a negative divergence less favorable condition. 309 

 310 

 311 
Figure 7. Training results for the two agents to work in collaboration. 312 

 313 

Like the buyer agent, the seller agent can use the ANN-FF to estimate the proposals made 314 

by the buyer agent. Since the training set of the neural network is extracted online, there 315 

is a time interval at the beginning of the negotiation in which the learning ability is not 316 
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applied. The obtained experimental results revealed an improvement in the number of 317 

successfully concluded transactions in the process of negotiating a single attribute of a 318 

process (for example, the price). The experiments carried out included the trading of sec- 319 

ond-hand products, calculators, mobile phones, in an agent-based electronic commerce 320 

system simulated using the MATLAB platform. 321 

4. Conclusions 322 

The advent of artificial intelligence (AI) and predictive analytics has opened exciting pos- 323 

sibilities for e-commerce sites to better understand their customers and optimize their op- 324 

erations. These technologies can be used to better understand customer behavior and pref- 325 

erences, anticipate customer needs, and generate insights to drive more effective market- 326 

ing and sales strategies [24]. One of the most common applications of AI and Predictive 327 

Analytics in e-commerce is the use of predictive models to identify customer segments 328 

and personalize product recommendations. Using customer data such as previous pur- 329 

chases, browsing history and engagement levels, these models can identify distinct cus- 330 

tomer segments and provide personalized product suggestions that are tailored to each 331 

individual customer [25]. This can help increase customer engagement and loyalty as well 332 

as increase sales. Another area where AI and Predictive Analytics can be leveraged is in 333 

price optimization. By analyzing customer data such as past purchases, market trends, 334 

and competitor pricing, predictive models can be used to determine optimal prices for 335 

products and services. This can help e-commerce sites maximize profits while offering 336 

competitive prices that attract customers. 337 

The results obtained in the implementation of the multi-agent automatic trading system 338 

presented in the paper, demonstrate unequivocally that agent-based architectures can be 339 

the basis for the creation of reliable applications in an extremely dynamic field such as 340 

electronic commerce for financial transactions. Intelligent agents can acquire knowledge 341 

through problem-solving processes. The study of the social behavior of agents in science 342 

cognitive is an important part of the field of intelligent agents. Software agents focus on 343 

interactions and collaborations to achieve their goals in a context that changes in an often- 344 

unpredictable manner. The characteristics that suggest the use of agents in complex sys- 345 

tems are primarily adaptability, autonomy, and collaboration. Autonomy is a distinctive 346 

property of a agent and presupposes the agent's ability to survive in a changing environ- 347 

ment. An agent can perceive environmental factors and make decisions about how to react 348 

accordingly. Adaptability presupposes the existence of the learning capacities necessary 349 

for the agent to adapt decisions according to experience. The collaboration between agents 350 

means that they can be designed to address the various aspects of solving a problem, each 351 

agent being designed in the most suitable paradigm to solve its part of the overall tasks of 352 

the system. Coordinating the behaviors of independent agents is also a central part of 353 

multi-agent system design. Agents can efficiently process local data and communicate 354 

with other agents when necessary and when the tasks they face are beyond their domain 355 

of knowledge. Multi-agent systems are used in a wide range of applications, such as e- 356 

commerce, e-learning, communication, data mining, simulation, robotics, transport sys- 357 

tems and grid computing. 358 
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